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Large Synoptic Survey Telescope (LSST) (ST

Photo: Gianluca Lombardi
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LSST Observing Cadence and Data Rate [SST

Each image is:

* 9.6 square degrees
* 3.2 gigapixels

* 6.4 GB of data

Observing is:
2-x 15 sec
exposure/pointing \
~2000 images/night
15 TB/night
e 7PB/yr ;

TICAL 2019 - September 3, 2019



LSST Sites and Long-Haul Networks
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Long-term Storage (copy 2)

Satellite Processing
Center
CC-IN2P3, Lyon, France

< Data Release Production (50%)
S \(E French DAC

Data Access Center
Data Access and User Services

Dedicated Long
Haul Networks

Two redundant 100 Gbit links
from Santiago to Florida (existing
fiber)

Additional 100 Gbit link
(spectrum on new fiber) from
Santiago — Florida

(Chile and US national links not
shown)

Camera
Site

Camera Support

Summit and Base
Sites

Telescope and Camera
Data Acquisition

Crosstalk Correction
Long-term storage (copy 1)
Chilean Data Access Center

ST
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Science Operations
Observatory Management
Education and Public

Outreach ISSST
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Nightly Data Flows m
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Non-Nightly Data Flows and Distributed Computing m-

Archive Site

I’ : Calibration products 1 \ French Site
US DAC | L2 DataProducts :

1
Eastbound Westbound 1

' Raw images 1/2 of L2 Data Products !

1 - 1

| Calibration products |

1 Engineering Facility Database 1

I 1/2 of L2 Data Products !

: (coadds, catalogs, SDQA) :

1 1

1 b e = === -

 Calibration products 1
L2 Data Products !

Data Release:

1
1 = 1
: Coz_i s ! Physical Shipments
X Object catalog ! Archive Site to Base Site
, Source catalog : Annually
| Forced Source |

Hardware

Data Release Products
(secondary method)
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LSST Data Products and Distributed Computing m-

— Nightly data products
— Alerts
— Difference images and catalogs
— 60s latency from time of readout from camera
— Annual data products
— Process all accumulated data from start of survey (distributed US, France)
— Produces all nightly data products plus
— Catalogs of deep, faint objects
— “Forced” photometric measurements
— Supporting community-developed data products
* “Nearby” computing and storage at Data Access Centers
» Software (middleware, pipelines, algorithms, tools)
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Current LSST Schedule — 3.5 Months Contingency [g-

FY 2014 FY 2015 FY 2016 FY 2017 FY 2018 FY 2019 FY 2020 FY 2021 FY 2022 FY 2023 FY 2024
Q1 Q2 Q3 Q4|1Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4|Q1 Q2 Q3 Q4

Data Management :
: H ‘ Final DRP Release

Telescope & Site

Pre Commissioning Preparations

Com Cam on Summ
Enginglering First nght’

dtion & Testing

Critical Path is
Dome/TMA/AIV

Camera

B sk mRerc

ull Integration & Verification

System First Lig[_'lt’
dperational Readiness Review

Full Operations

_ - 17 July 2019
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LSST Long Haul Network Links (Baseline FY21) L5357
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LSST International Networks (Chile — US) m-

Miami FL

oca Raton
FL

Spectrum

Pan@

REUNA
Santiago

Dark Fiber

SS
Border
Route

====|_ SST Dedicated Primary Path=====
=== SST Dedicated Backup Path

Dark Fiber

LSST

Cerro Pachon/
La Serena
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10/1/19 2x20G
10/1/20 2x100G

Plan A: 10/1/20 1x100G
Plan B: 10/1/21 1x100G

Boca Raton

LSST
(NCSA)

Chicago
IL Site B

Chicago
IL Site A

Internet2
AL2S

AtlanticWav

4005 FLR Shared

LSST + AmLight
Atlanta

GE

AmLight shared=——————

== SST Dedicated Primary Path=——

«===| SST Dedicated Backup Path=——
2 FLRnet

* Backhaul being addressed
10/1/2019

Dark Fib Miami

Dark Fiber
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LSST Northern Networks (Champaign — Chicago — Lyon) m-

[ yre———— -

100G Shared 100G Shared

2x10G

MREN
100G Share
Inter

10 NLSD
Chicago

100G Shared

ESnet

@ Atlantic Wave
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ESNet for LSST

[P

ESnet6 Optical Footprint: Add/Drops
Wave options Atla-Chic

Ciena_Map v12
pld 9/30/2016

FY20 (2 x 20 Gbps)

NCSA
rtrl

100G

Y 1006 chn::‘-rcrs

100G
ESnet 600 W. Chicago
DWDM (Site B)

NCSA
rtr2
100G
MREN
8700
710 N. Lake Shore Drive
Starlight (Site ©)
100G

star-cr5
rtr —{1 00G | LSSTSW

100G

atla-cr5 LSST
tr DWDM
ATLAHUB
180 PeachTree
Site A)
Last update 1/18/2018 to Florida

FY21+ (2 x 100 Gbps)

NCSA NCSA
rtrt rtr2

(0 aus)

oAU oIOUS ONET'NOKL .

star-cr5
r

ESnet

IP/MPLS core

Before FY21 but after 2018 there will be a
switch between the DWDM and alta-cr5
rtr. The handoff will be 1x100G.

ATLA HUB
180 PeachTree
(Site A)

/

X

to Florida
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End-to-End Network Bandwidth Evolution

557

et

MILESTONE BASELINE END-TO-END B/W, Cerro Bandwidth Achieved
LEVEL D ACTIVITY FINISH PROJECTED FINISH Pachon - La Serena through Demonstration
DM-NET-1 Base - Archive Network Functional 1 Gbps 6/11/15 6/11/15|0.5 Gbps 0.5 Gbps (operational)
Mountain - Base Network Functional 2 x 100 Gbps, Summit LAN Installed, Initial
DM-NET-2, -3, 6, Network Ready (Summit), Network Acceptance/Verification Review for Early 2 x 100 (shared AURA 46Gbps (LSST First Light
2,3 DMTC-6800-1310 Integration 3/27/18 6/30/18| DWDM) demo)
DM-NET-4, DMTC- 11/30/18, DWDM) + 2 x 100 (shared  |80Gbps (LSST SC18
6800-1320 Base LAN installed, Network Acceptance/Verification Review for Full Integration 7/3/19 10/15/19| AURA DWDM) demo)
Auxiliary Telescope Spectrograph on Sky Observing 11/1/19
DWDM) + 2 x 100 (shared
DM-NET-5 Base - Archive Network Functional 100 Gbps 7/3/19 1/1/20| AURA DWDM)
6 x 100 (dedicated LSST
DWDM) + 2 x 100 (shared
DMTC-6800-1330 Network Acceptance/Verification Review for Science Verification 7/6/20 7/6/20| AURA DWDM)
Data Preview O Start 12/15/20
Commissioning Camera on Sky Observing 4/23/21
6 x 100 (dedicated LSST
DMTC-6800-1340 Network Acceptance/Verification Review for Full Operations 7/2/21 7/2/21|DWDM) + 2 x 100 (shared
Data Preview 1 Start 8/24/21
Ful Camera on Sky Observing 10/12/21
Data Preview 2 Start 2/15/22

Note: LSST internet, web, voice, video go over AURA circuits, which are shared, and are currently
limited by 1G Firewalls in LS and 10 Gbps internet2 links in the US. This will be improved by the end
of FY19 by the move to 10 G firewalls in LS.
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First Optic Light Demonstration — December 2017

—  The LSST Network Engineering Team (NET) completed the first
successful transfer of digital data over LSST/AURA fiber optic
networks from the Summit Site on Cerro Pachon, Chile to the
Base Site in La Serena, Chile and on to the Archive Site at NCSA in
Champaign. A set of 6 x 10 Gbps Network Interface cards on Data
Transfer Nodes (DTN) configured with iPerf3 generated a
sustained data rate of approximately 44 gigabits per second, over
a period of 24 hours. This exceeded the test target of 40 gigabits
per second.

La Serena REUNA|  Level3SCL Amlight| AmpaTH | FLR* | 6000W [ rry | nesa/npCE
Internet2 | Chicago

- — V380
—— DTN 1
xxxxx de | t ! 1429120009
Mixe viD 3891 | 1429115331
DTN 2 | b b=
| 2915404821142
T " vio ags: 2915395277350
‘o] Vio 301 n DTN3
Vio 3592 l
s yoam Y
R —~ e ey
6 31 72 0
Vio 3893
Vo355 Vo390 DTN S 142911E8KY
LSST. AmLight ‘AmLight VID 3891 0
wom andestightt | || | ameathor ViD 3892 0
Transponde Brocad Broade | |  VID3893 | | intemetz Moo NCSA NCSA | vip 389 1429115519
10x106 MixXe MLXe Rtsw-chic MX960 EX9214 DTN 6 | 0
e Vio 3895
Broa ckets :
Multicast Packets
@-‘ || Unicast Packets 1428115342

NCSAnet
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Following up on the first successful transfer of digital data over LSST/AURA fiber optic networks from the Summit

Site on Cerro Pachon, Chile to the Base Site in La Serena, Chile and on to the Archive Site at NCSA in Champaign in
December 2017, that achieved 44 Gbps sustained data rate.
100 Gbps demonstration from La Serena — NCSA November 14, during Supercomputing 2018. Data set is 10 TB of

DECam public data. Using SCinet connections from Miami — Dallas — Chicago. DM-provided “watch” JupyterHub
application will be used to monitor transfer from Data Transfer Node (DTN) to GPFS file-system/disk.
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I
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5
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Virtual Network Operations Center (VNOC) L[SST

==

— The LSST Long-Haul Network is a single operational network
implemented with diverse providers and links that must work
seamlessly together

— The VNOC provides a single, integrated operational capability
for end-to-end engineering, performance monitoring,
security, maintenance, and all other operations

— The goal is complete visibility in all links and sites to all
participants, with a single entry point for information and
assistance
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ﬁ Virtual Network Operations Center (VNOC) Sites m
S

French Site
(22?)

HQ Site
(Remote Display Only)

Archive Site
(Full VNOC site)

Miami Site
(Full VNOC site)

Summit Site
(Remote Display only)

Base Site
(Full VNOC site)

Santiago Site
(Full VNOC Site)
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